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Abstract. The Rényi entropy [9], a generalization of Shannon entropy
[10,2] has been used in several ways in Computer Science, Cryptog-
raphy and Information Theory. There are however several proposals
for an appropriate definition of conditional Rényi entropy (see for in-
stance [1,3,4,5,6,7,8]) and there is no general agreement on the most
appropriate definition. This is an important problem deserving some
further study as the application of the conditional Rényi entropy can
be found in many areas such as biomedical engineering [12], cryptog-
raphy [1], fields related to statistics [11] and economics [13]. Recently,
entropy measure has been used in healthcare to quantify the amount of
information/complexity carried by a physiological signal such as heart
rate (HR) and its deterministic dynamics. The Gaussianity of HR is a
complementary measure of the physiological complexity of the under-
lying signal and conditional Rényi entropy can be used as Gaussianity
measuring the extent to which the signal deviates from a stationary lin-
ear Gaussian [12]. In cryptography, the ability to guess the value of a
random variable is an important measure of the variable’s quality. This
ability is captured by the Rényi entropy when α = ∞, called min-
entropy. Usually, the adversary has some additional information that is
correlated with the secret and this clearly shows that conditional Rényi
entropy should be well defined. For α = 2, it is called the collision en-
tropy, a measure relevant for various hashing schema and cryptographic
protocols. Given the raising number of applications of conditional Rényi
entropy it is important to study all the existing proposals and its prop-
erties in order to reach an agreement on the best definition. Otherwise
we risk that by not using the same measure different researchers reach
contradictory conclusions. We list, study and compare three definitions
of conditional Rényi entropy considering in particular the case of min-
entropy.
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